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Abstract

Clinical decision support systems can be
categorized in three types: information
management systems, focusing attention
systems and patient specific recommen-
dation systems. Characteristics like data
validation, workflow integration and per-
formance are necessary for the success of
a CDSS. Several limitations exist with
current systems that delay a wider adop-
tion. These limitations range from lack
of a seamless integration to knowledge
sharing. Advancements on standards and
novel input methods try to overcome
these obstacles.

1 Introduction

Clinical decisions can be categorized in
two types: diagnosis and diagnostic pro-
cess. Diagnosis decisions are done ana-
lyzing data to determine the cause of sick-
ness. Diagnostic process, or management,
decides which questions to ask [1].

Three requirements must be met in or-
der to perform excellent decision-making.
First, accurate data. Inaccessible, bad
data is useless for decision making. Good
data is of no use if there is no previous

knowledge of how to apply it properly.
Second, pertinent knowledge. Overload
of data hinders the decision making pro-
cess. In several health care settings, con-
stant monitoring of a patient is necessary.
This produces a large amount of informa-
tion, from which maybe a subset is only
necessary. Third, appropriate problem-
solving skills. In order to connect the
previous two requirements together, good
problem-solving skills are needed. The
main goal with clinical decision support
systems is to emulate a clinician’s thought
process during decision making, yielding
more accurate results.

Clinical decision support systems
(CDSS) can be clustered in three
different types [1].

• Information Management Systems,
for storing and retrieving clinical
knowledge. The interpretation of
such knowledge is left to the clini-
cian.

• Focusing Attention Systems, which
alert the user of possible conflicts
or problems that might have been
missed.

• Patient Specific Recommendation
Systems, which provide personal
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assessment of a patient, usually
following simple logic rules.

In this paper we first explore the origin
of CDSS. In section 2 we take a look at
the requirements CDSS must satisfy. In
section 3 we observe the existing systems
and how they attempt to satisfy these re-
quirements. In section 4 we discuss the
shortcomings of current systems. In sec-
tion 5 we propose several ideas that could
improve current systems.

2 Clinical Decision

Support Systems

In this section we define what a decision
support system is. Then we see the first
systems created and then we look at the
different types of CDSS.

2.1 Definition

A decision support system is defined as
a system in which one or more computers
and computer programs assist in decision-
making by providing information [2]. A
CDSS is more specifically defined as soft-
ware, a program created to help clinicians
reach decisions with better accuracy.

2.2 History

The possibility of CDSS appeared in [3],
proposing that the medical diagnosis in-
volves processes that can be systemati-
cally analyzed. With the use of three
mathematical disciplines (symbolic logic,
probability and value theory), the foun-
dations of medical diagnosis can be un-
derstood.

Symbolic logic emphasizes the impor-
tance of considering the combination of

symptoms with the combination of dis-
eases. Probability concepts are inher-
ent in medical diagnosis because health
care professionals can never give a 100%
accurate diagnosis. Value theory arises
because clinicians must offer the treat-
ment that will improve health the most
while still inside the bounds of social con-
straints.

The first prototypes are shown in [4].
Issues with logistics, scientific shortcom-
ings and a lack of integration to the work-
flow prevented the widespread adoption
of these early prototypes.

Several CDSS improved on the previ-
ous shortcomings, managing to do break-
through discoveries in the use of Bayesian
reasoning and differential diagnosis. The
most significant, early CDSS were Leeds
Abdominal Pain System, MYCIN and
HELP.

MYCIN [5], a consultation system de-
signed for appropriate management of
patients with infections, used produc-
tion rules to represent the knowledge
of infectious diseases. Leeds Abdominal
Pain System [6], designed to help reach
more accurate diagnoses, used sensitivity,
specificity and disease-prevalence data
from various symptoms. Combined with
Bayesian probability theory, the proba-
bility of seven possible explanations for
acute abdominal pain were shown. HELP
[7] has the ability to alert clinicians when
abnormalities in the patient record are
noted. With the use of the Arden syntax
and medical logic modules, HELP checks
wether new patient data matches the pre-
set criteria.

2.3 CDSS Types

CDSS can be categorized in three types:
information management, focusing atten-
tion and providing patient-specific recom-
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mendations.

Information management tools are de-
signed to provide environments for stor-
ing and retrieving medical knowledge
[1]. They can also offer intuitive ways
of traversing through that information,
while incrementing the quality of it with
notes and second degree data that might
be needed for future decisions. In these
types of systems, the decision is left to
the clinician.

Tools for focusing attention offer ways
to alert clinicians know when some un-
foreseen conflict might arise, such as po-
tentially dangerous drug interactions [8,
9]. These systems follow simple logic to
reach their intended behavior.

Patient-specific recommendation sys-
tems are designed to offer advice to a
single patient using that patient’s previ-
ous medical history. While these systems
might also follow simple logic, they can
also use decision theory, cost-benefit anal-
ysis and rough set theory [10].

3 Requirements of a

CDSS

CDSS must satisfy a set of requirements
so their acceptance in the health care do-
main increases. These requirements in-
clude unresolved questions in both sci-
ence and logistics, and range from patient
data (acquisition and validation of), med-
ical knowledge (including its modeling,
elicitation, representation and reasoning),
system performance to the integration in
the clinician’s workflow [1]. In this sec-
tion we will look at the expectations of a
CDSS in terms of those requirements.

3.1 Patient Data

Patient data is the source of information
clinicians use, combined with their medi-
cal knowledge, to decide between possible
diagnoses. CDSS must be able to acquire
and validate data in a way that is seam-
less to the clinician and secure in terms of
the patient’s privacy.

3.1.1 Acquisition

There is no standard way to acquire pa-
tient data. Current methods range from
keyboard and speech to human interme-
diaries between the clinicians and com-
puters. While technologies like the key-
board and natural speech are proven to
work, they often do not fit in the workflow
of the health care specialist. Keyboards
disrupt the process completely, and such
data entry is often left to intermediaries
like medical assistants or secretaries. Nat-
ural language processing has the poten-
tial to extract clinical information [11],
but the dilemma of allowing unrestricted
data input affects the user interface and
the structure and encoding of the data,
which are obstacles not easy to overcome.

Some more recent and novel methods
have been created [12], but have yet to be
proven useful in the traditional care work-
flow. Thus a good CDSS should be able
to capture data without disrupting the
workflow. Data acquisition would need
to have a combination of speech, graph-
ics and concurrent data monitoring that
does not obstruct the clinician’s routine.

3.1.2 Validation

Despite all the existing standards for
medical terminologies, there is no coding
system able to capture all the details of
care given by clinicians [13]. There is also
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no coding system able to capture the sub-
tle differences in a patient’s illness and
medical history [13].

Existing electronic health records offer
the capability of storing most of the pa-
tient’s information, but not all the rele-
vant data. While still useful, the current
solutions should be viewed as incomplete
solutions. To reach a suitable form of pa-
tient data validation, there would need to
be a level of consensus between the dif-
ferent coding standards. Some attempts
have been made to reach that consensus
[14], but still need to improve as they do
not incorporate all the existing standards.

CDSS should be dynamic enough to
work with highly and poorly detailed
data, while at the same time providing
reliable recommendations.

3.2 Knowledge

In order to reach medical decisions, there
needs to be a combination of two types of
medical knowledge: low-level and high-
level knowledge [15]. Low-level knowl-
edge represents the structure and func-
tion of the body, diseases and their
causes, treatments. This type of knowl-
edge is acquired during the academic ca-
reer of the clinician. High-level knowledge
is generally gathered from clinical expe-
rience and allows the clinicians to make
accurate decisions.

Medical knowledge needs to be mod-
eled, elicited, represented and reasoned
efficiently in order to make a CDSS wor-
thy of adoption.

3.2.1 Modeling

Modeling of medical knowledge is not a
trivial task. Deciding what patient data
is relevant, identifying concepts and re-
lationships, and utilizing a strategy for

solving require a great amount of mod-
eling.

Some methodologies, like Common
KADS [16], have been adopted in a broad
level. Frameworks like these aim to al-
low decision support system builders to
model knowledge, regardless of the under-
lying decision making methodology im-
plemented.

Others, like CASNET [17], are used in
designing consultation programs for the
diagnosis of long-term treatment diseases.
In the case of CASNET, a set of general
decision-making strategies is used in con-
juction to a class of causal-associational
models. This allows the model repre-
sentation and decision-making procedures
to be generalizable to other medical do-
mains.

3.2.2 Elicitation

A good CDSS should be able to evoke
useful knowledge seamlessly. This im-
plies methods that facilitate the devel-
opment and maintenance of knowledge-
bases. Current programs that obtain
knowledge work directly with the clinical
expert, avoiding the need of a middleman.

In order to create domain-specific
knowledge evocation, developers need to
first create their model of the intended
application area for the target decision-
support system and then either program
that model by hand into the tool or en-
ter the model into a meta-tool. Protege
is such a tool [18, 19].

3.2.3 Representation

Health care specialists use mental mod-
els of relationships between body parts
and organs when they interpret data or
plan medical care. Trends and progres-
sion of sickness or medicine results are
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other types of medical knowledge difficult
to represent in computer systems. The in-
terpretation of these types of knowledge
is intuitive to humans.

The ideal CDSS should be able to store
factual or inferential knowledge, and at
the same time it should be able to emu-
late human intuition in terms of data in-
terpretation.

3.2.4 Reasoning

Health care experts have the ability of
knowing what knowledge is useful and
how to properly apply that knowledge.
Computer systems have the potential to
store great amounts of factual knowl-
edge. CDSS should be able to discern
what knowledge presented is useful and
it should know how to apply it.

3.3 System performance

The amount of medical knowledge is in-
creasing rapidly. It is expected from com-
puter systems and software to maintain a
”gold standard” for performance. Thus
CDSS must be able to provide results in
an instant while using the most recent pa-
tient data and medical knowledge avail-
able. The system must also give accurate
results every time its used. The effects
of suggesting a wrong diagnosis could be
fatal.

3.4 Integration to workflow

Workflow integration can make or break
the acceptance of a CDSS. Hospitals and
clinics use multiple computers optimized
for different tasks, and the challenges of
integration are tied to issues of network-
ing and user interfaces.

Data input, data presentation and sys-
tem performance are enough to determine

how well the system integrates in the
workflow. CDSS must satisfy these previ-
ous requirements in order to be seamlessly
integrated in the workflow.

4 Modern CDSS

There exist several CDSS, with uses rang-
ing from image-based software to systems
that help the diagnosis of cardiovascular
diseases. These CDSS trade one of the
requirements for others in order to main-
tain a level of performance good enough
to be useful. In this section we describe
several of the modern CDSS (late 1980’s
- present), how they work, their current
uses and their limitations.

4.1 Pathfinder

Pathfinder is an expert system that as-
sists surgical pathologists with the diag-
nosis of lymph-node diseases [20]. The
system uses probability and decision the-
ory to acquire, represent, manipulate and
explain uncertain medical knowledge.

It uses the same method as a patholo-
gist during diagnosis. First, it identifies
and quantifies features. Second, it con-
structs a differential diagnosis. Third, it
decides what additional features to eval-
uate and what costly tests employ to nar-
row the differential diagnosis. It is impor-
tant to notice that the system does not
recommend diagnosis since such actions
are sensitive to the utility model imple-
mented [20].

The user interface in Pathfinder is
menu based and mouse driven. The ini-
tial screen has multiple windows: fea-
ture category, observed features and dif-
ferential diagnosis. The feature category,
window, which displays the categories of
features that are known to the system.
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Figure 1: Pathfinder’s deductive reasoning
model

The observed features displays feature-
instance pairs that the pathologist will
observe. The differential diagnosis win-
dow displays the list of possible diseases
and their probabilities. The user is able
to select a feature category (by clicking
the mouse), which prompts Pathfinder to
display a list of features for that category.
The same gesture is used to enter partic-
ular features.

The second version of Pathfinder
(Pathfinder II) uses belief networks in-
stead of the model used in the first ver-
sion. Pathfinder II increased the expected
utility of patients who received a diag-
nosis by an average of $6,000 per case
(in contrast to Pathfinder I) [21]. This
means that the development of Pathfinder
II would pay for itself if it were use at least
in three cases.

4.2 ILIAD

The ILIAD consultant utilizes a number
of inferencing mechanisms to emulate the
strategy of a medical expert in working up

with a patient. The knowledge in ILIAD
is represented in Bayesian and Boolean
frames. These frames permit the use of
sensitivities and specificities to describe
the relationship of a disease to its mani-
festations and provide a basis for explain-
ing its conclusions [22]. ILIAD has four
basic components: the inference engine,
the user interface, the data driver and the
best information algorithm.

The inference engine is independent of
subject area. The engine controls the
communication with the user, is respon-
sible of evoking the needed knowledge
frames, requests information needed and
explain conclusions to the user.

The user interface allows the user to
control the operation of the application
to meet the required needs. It achieves
this with the use of drop down menus. It
also adds the possibility of adding data,
which allows the user to type one or more
words or partial words describing a med-
ical finding.

The data driver creates a pointer to
each frame added to the knowledge-base.
This pointer is created from each dictio-
nary item used by that frame to the ap-
propriate slot in the frame. This allows
the system to automatically evoke the
logic that uses each piece of information.

The best information algorithm used
by ILIAD uses a scoring mechanism and
is described in [22].

ILIAD’s current use is as a teaching
tool for medical students, where partic-
ular cases are simulated so that students
learn how to diagnose.

4.3 DiagnosisPro

DiagnosisPro is a tool that uses differen-
tial diagnosis. It reminds the user of di-
agnostic possibilities in an effort to min-
imize medical errors. Its user interface
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allows the input of one or more findings
or conditions, then the system generates
a hierarchical list of diagnosis from its
knowledge-base [23].

The knowledge-base includes over
11,000 diseases, 30,000 findings and
300,000 relationships. The information
is taken from known medical resources
such as Harrison’s Principles of Internal
Medicine, Oxford Textbook of Medicine,
JAMA and others.

The system is designed to help clin-
icians reach a more accurate diagnosis
with the use of recent developments and
advancements of diseases and medical his-
tory. It reminds practitioners of all the
possibilities that might have been forgot-
ten.

4.4 HDP

HDP (Heart Disease Program) is a com-
puter system that assists the physician in
the task of differential diagnosis and an-
ticipating the effects of therapy in the do-
main of cardiovascular disorders. It uses a
knowledge-base combined with a physio-
logic model, hemodynamic function and
dysfunction and probabilities and con-
straints. Its user interface is menu driven.
HDP also uses a differential diagnoses
generator.

The knowledge-base has around 200
physiologic state nodes, covers the com-
mon hemodynamic problems and covers
diseases influencing hemodymanics [24].
The input interface uses history, vital
signs, physical exam results, laboratory
findings and hemodynamic data. The dif-
ferential diagnosis engine uses a diagnos-
tic mechanism that combines a Bayesian
network with the constraints presented by
severities of the states and the temporal
relations of causality. The algorithm of
differential diagnosis is described in [24].

This algorithm provides a performance
increase over existing models, but the
method is still heuristic. To predict the
effects of therapy, HDP has a mecha-
nism that uses equations for the hemo-
dynamic relationships and a signal flow
technique to calculate the likely quanti-
tative steady-state change for all param-
eters given changes in therapies. This
mechanism effectively captures the hemo-
dynamic effects of the therapies on which
it has been tested for a variety of patho-
physiologic conditions.

Figure 2: HDP: Example of a Differential
Summary

4.5 CKS

The NHS CKS (Clinical Knowledge Sum-
maries) is a service that provides ready
access to digestible clinical knowledge.
It aims to help clinicians make evidence
based decisions about patient’s health-
care, while at the same time provid-
ing strategies of how to use these deci-
sions. It builds on the existing PRODIGY
knowledge-base. Its uses a web-based
user interface, making it possible for
users to access from anywhere around the
world.
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CKS provides knowledge on clinical
topics about common acute and chronic
diseases and their prevention [25]. It of-
fers quick answers, summaries on how to
manage common clinical scenarios. It
also offers detailed answers which link rec-
ommendations to the evidence on which
they are based.

The methodology that the system uses
is as follows. It finds and considers the
relevant literature on the topic (guide-
lines, reviews, studies and policy doc-
uments) from the HPA and the DoH.
It then summarizes the knowledge and
makes it available in one location [25].

4.6 DXplain

Developed by the Laboratory of Com-
puter Science at the Massachusetts GEn-
eral Hospital, it combines characteristics
of an electronic medical textbook with
characteristics of a medical reference sys-
tem. DXplain has a case analysis mode,
where the clinician inputs several find-
ings like symptoms and laboratory test
results, to produce a list of probable diag-
noses. It provides a rank for each of the
possible diagnosis and an explanation on
why that diagnosis should be considered
[26].

DXplain can provide information of dif-
ferent diseases, emphasizing signs and
symptoms. It also provides the etiology,
the pathology and the prognosis of each
of the different diseases. The knowledge-
base for DXplain includes over 2,400 dis-
eases and over 5,000 symptoms, signs,
laboratory data and other clinical find-
ings [27]. It works by assigning two num-
bers to each disease-finding pair, which
function as a description for the relation-
ship (one is the frequency in which the
finding occurs in the disease and the other
is the degree to which the presence of the

findings suggest consideration of the dis-
ease).

4.7 VisualDx

VisualDx is a JAVA-based decision sup-
port tool developed as a point-of-care ref-
erence. Just like an atlas with color pho-
tographs, VisualDx is used to reference a
visual presentation and to confirm diag-
nosis. One of the main functions is the
facilitation of image matching for the end
user by combining graphical search tools,
a computerized knowledge-base of rela-
tionships between findings and diagnoses,
and thousands of digital images [28].

Figure 3: Example of VisualDx’s User In-
terface

It is used in clinical care to develop dif-
ferential diagnoses based upon morpho-
logic and patient driven search [28]. Clin-
icians can enter patient descriptors and
lesion morphologies, resulting in rapid as-
sistance with differential diagnosis. Visu-
alDx also increases clinician awareness of,
knowledge about, and skills in the recog-
nition of chemical warfare, bioterrorism,
and radiation injuries.

VisualDx focus is on infectious diseases.
It consists of several modules that are rel-
evant to infectious diseases specialists and
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public health epidemiologists.

4.8 INTERNIST-1/QMR
Project

INTERNIST-1 and QMR (Quick Med-
ical Reference, its successor) are de-
signed to provide diagnostic assistance
in general internal medicine. Both rely
on the INTERNIST-1 knowledge-base,
which comprehensively describes 572 di-
agnoses in internal medicine, and the sys-
tem recognizes more than 4,000 possi-
ble patient findings. The knowledge-base
also includes more than 4,000 links de-
tailing the casual, temporal and probable
interrelationships among the 572 disor-
ders [29]. While QMR is the successor of
INTERNIST-1, both programs function
differently.

QMR acts as an information tool, pro-
viding users with multiple ways of review-
ing and manipulating the diagnostic in-
formation in the program’s knowledge-
base. At the lowest level, QMR can
be viewed as an electronic medicine
book that can assist users in creat-
ing hypotheses in complex patient cases.
INTERNIST-1 functions only as a high-
powered diagnostic consultant program.

QMR provides several key features that
try to tackle some of the existing prob-
lems of CDSS adoption. First, the QMR
completer. The user interface tries to re-
duce the amount of typing necessary and
the amount of errors due to data entry
thanks to a ”completer” program. This
allows users to enter the names of var-
ious patient findings and diagnoses al-
ready known. The completer then pro-
vides a list of possible hits.

Second, the system functions as a
low-level information retrieval tool. It
achieves this using two options: display a

disease profile’s findings and links, or dis-
play the differential diagnosis of a single
finding. This last option gives the user
the possibility to display a list of possi-
ble diagnoses associated with any of the
findings in the knowledge-base.

Third, QMR can be used as an
intermediate-level information manage-
ment tool. An option can be used to con-
nect a seemingly unrelated finding to a
disease in a specified organ system.

Last, there is the option to use the sys-
tem as a high-level information manage-
ment utility. The case-analysis mode al-
lows a user to enter up to 95 positive
and 95 negative findings from a case [29].
These findings are used to create hypoth-
esis of different types, with the intent of
allowing the clinician to assert which of
the diagnoses is present in the patient.

4.9 EON System

EON consists of four general pur-
pose software components. The first
of those components interprets ab-
stract protocol specifications to con-
struct appropriate patient-specific treat-
ment plans. The second component infers
from time-stampted data some higher-
level, interval-based, abstract compo-
nents. The third component performs
time-oriented queries on a time-oriented
patient database. Finally the last com-
ponent allows acquisition and mainte-
nance of protocol knowledge in a manner
that facilitates efficient processing both
by users and computers [30].

The design principles that create a base
for the EON system are problem-solving
methods and domain ontologies. Be-
cause of the issues with unpredictable be-
havior of rule-based representations, and
the difficulties of long term maintenance
of knowledge-bases, the group responsi-
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Figure 4: EON System architecture

ble for EON developed PROTEGE-II, a
framework for building knowledge-based
systems [30]. In PROTEGE-II, the data
requirements of problem-solving meth-
ods are satisfied by the domain-specific
knowledge that instantiates the domain
ontology for a particular application.

5 Limitations

Existing clinical decision support systems
suffer from limitations that are difficult to
overcome. Obstacles ranging usability to
security hinder the adoption rate of these
systems. In this section we discuss the
existing shortcomings of different areas.

5.1 Patient Role

The patient’s role in current support sys-
tems is a ”passive” one. The patient is
seen as the source of information from
which the system feeds. The user of the

systems is the health care specialist, and
no system makes a real attempt to change
the nature of that role.

The lack of a well-defined role for the
patient generates several question that
vary from case to case. First, should the
patient’s privacy affect his/her right to
know?. Second, is there a real need for
a patient to access information offered by
decision support systems?. Third, should
some of the capabilities of decision sup-
port systems be built in PHR’s (Personal
Health Records)?.

Such questions do not only have im-
plications in a moral or ethical sense,
but can also provide evidence for legal
cases. As an example, take the hypothet-
ical scenario of a patient that goes to a
hospital for care. After giving his/her
medical history, the patient is assigned
a doctor. The doctor utilizes a CDSS
to help diagnose the patient, but at the
very end discards the recommendations of
the system and assigns a diagnosis that
he/she feels is correct. With this diag-
nosis, medications are prescribed to the
patient. In a few weeks, the patient is
back because the medications did not cure
his/her illness. It turns out the CDSS rec-
ommended the correct diagnosis from the
very start. If the patient were to know
that the CDSS made the correct diagno-
sis, a lawsuit could start because of mal-
practice.

We also have to notice that social con-
straints make health care professionals
practice medicine tailored to each pa-
tient’s economic state. Following the pre-
vious example, if a CDSS designed to
recommend the most effective-cheapest
treatment is used, the patient would want
to know all the recommendations that
system has to make.

In the end we have a dilemma. The pa-
tient will surely want to know every bit of
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detail the clinician knows, but clinicians
would want to withhold information to
the patient because the effects of releasing
it could be disastrous.

5.2 Usability

Usability is the biggest hurdle current
CDSS have to overcome. Modern systems
do very little to integrate in the workflow
seamlessly. This limitation is the result of
smaller shortcomings in areas of human-
computer interaction, user-interface and
input methods, and performance of the
support systems themselves.

First, should user-interfaces offer the
full detail of diagnosis or only the per-
tinent information and hide everything
else? This question would have differ-
ent answers depending on the clinician re-
sponding. A busy health care professional
would answer that only the pertinent in-
formation is needed. Less busy profes-
sionals would naturally appreciate a high
level of detail. [31] argue that if a guide-
line cannot be fitted in a single screen,
clinicians will not be happy about using
it. At the same time, additional informa-
tion should only be displayed when the
clinician needs it.

Second, how should input be handled?
Is a keyboard enough? How about natural
speech? Doctors do not like to modify the
usual workflow to input data. Because
of this, input methods have changed over
time. Methods like [12] aim to capture
speech, writing and typing at the same
time, in an effort to bridge the gap be-
tween non-digital and digital data acqui-
sition.

Accuracy performance limits the us-
ability of these systems. Studies have
been done to determine how well CDSS as
QMR and ILIAD perform in emergency
scenarios. Results show that systems like

these have the same success of correct di-
agnosis in emergency settings as in any
other clinical settings [32]. Accuracy still
is not high enough to make these systems
useful as arbiters of individual cases.

[31] found that the speed of the system
is an attribute users hold in high regard.
Studies found that the primary factor for
user satisfaction is the speed, rated higher
than quality improvement aspects. Users
perceived physician order entry primarily
as an efficient technology. If the decision
support takes too long to appear, it will
be useless.

5.3 Knowledge Sharing and
Maintenance

Knowledge-bases are specific to each
CDSS. One of the boasting points of cur-
rent solutions is the amount of diagnoses
their product’s knowledge-base has. Nat-
urally we ask, should the knowledge be
shared?

Having a centralized knowledge-base,
or at least a framework to share knowl-
edge, would improve accuracy and relia-
bility of recommendations. The limita-
tions that make such a scenario impossi-
ble do not lie in the logistical infrastruc-
ture, but in the coding standards.

Several coding standards exist, but
there is no standard of standards. With
such a situation, it is left to each system’s
developers to implement support for the
remaining standards.

Thus the obstacle to overcome in order
to achieve knowledge sharing is to reach a
compromise between standards. This way
the burden of development is greatly re-
duced, and interoperability between sys-
tems would be easier to implement.

Maintaining the knowledge within the
system and managing the individual
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pieces of the system are critical to suc-
cessful delivery of decision support [31].
The amount of effort needed to achieve
this is considerable, and current attempts
at solving this rest in the requirement of
individuals updating the knowledge base
periodically.

5.4 Security

The state of security in existing CDSS is
achieved by only allowing access to the
primary clinician. Systems are designed
to provide a certain level of recommenda-
tion, and whoever has access to the sys-
tem is able to obtain the same recommen-
dation.

Should nurses not see the same recom-
mendations surgeons see? At the same
time, what would happen if the patient’s
role transforms from a passive to an ac-
tive one? Should the patient be omni-
scient?

In contemporary health care, other pro-
fessionals (nurses, pharmacists, radiolo-
gists, surgeons) are an equal part of the
patients well-being as the physician. So
it is logic to think that CDSS’s security
should be role based.

There is ongoing research on dif-
ferent security methodologies for elec-
tronic health records, policy-based
and technology-based solutions [33].
Technology-based solutions aim to use
special hardware or software to limit
access. This can be achieved with the
use of smart cards, special identifiers and
the likes. Policy-based solutions are more
focused on model legislation that define
right of access, data element definition,
procedures for access and release, and
monetary fines for abuse.

It would be ideal if any of these two
approaches could be designed and imple-
mented in existing and future CDSS.

6 Conclusion

We have seen the origin of clinical de-
cision support systems. We have also
learned about the requirements of a
CDSS. While looking into existing solu-
tions, we found several limitations that
impede the widespread adoption of the
systems and limitations that have a pro-
found scientific and legal base.

The patient’s role in CDSS is not de-
fined clearly. The patient, while blind-
ingly trusting health care professionals
with personal information, is only the
source of information for decision support
systems. If the patient’s role were to be
an active one, this would have scientific
and personal implications. The patient
has the right to know everything about
the care given, but not earlier than the
clinician. At the same time, this would
have legal implications.

Widespread adoption of CDSS is hin-
dered by the lack of usability. Hurdles
in user-interface, input methods and per-
formance need to be cleared in order
to start a widespread adoption. Perfor-
mance could be improved with knowledge
sharing. The high number of standards in
knowledge coding do not permit develop-
ers of CDSS to implement each and every
standard.

Last, security in CDSS needs an im-
provement. Several approaches have been
made on electronic health records, ap-
proaches that could be imported to CDSS
in an effort to augment the current status
of security.

7 Future Work

A long road lies ahead of CDSS. There
needs to be advancements in the integra-
tion to the workflow, performance, knowl-
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edge sharing and security in order to ad-
vance the adoption of CDSS.

In order to further integrate CDSS into
the workflow, several ideas arise. The
use of current tablets like the Apple iPad
could bridge the difference between non-
digital and digital data acquisition. The
iPad could replace current paper charts,
and with the use of a capacitive pen and
OCR technology, data acquisition would
be natural.

Performance and knowledge sharing
are tied limitations. With the creation
of a standard of standards, all current
coded knowledge would fall into a sin-
gle common umbrella. This will permit
current and future CDSS to be imple-
mented with support to that only stan-
dards, trickling down the compatibility
with previous ones.

Existing alternatives exist in terms of
security. The implementation of either of
the current approaches suggested for elec-
tronic health records would greatly im-
prove CDSS’s security.
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